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ABSTRACT: The Raman intensity fluctuations are the initial source of a lack
of accuracy or reproducibility of SERS based nanosensors to reliably estimate
the molecular concentration in microfluidics. Here, we show that the statistical
analysis of the weighting of Raman scattering of the probed molecules
compared to the photoluminescence of gold nanoparticles is particularly
effective as a concentration indicator in a single molecule regime. We present a
novel approach in the Fourier domain that is not limited by a multipoint
precalibration or even the knowledge of the enhancement factor of the
transducer. The analysis of pink noise in the frequency domain reveals a
subdiffusion motion of individual adsorbed molecules in the hot-spot. The
cutoff frequency between the white and pink noise is used to determine the in-
line molecular concentration over a wide range between 10−11 and 10−6 M.
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The medical diagnosis based on the early stage detection of
biomarkers leads us to monitor traces of compounds in

complex environments. Chemical nanosensors based on
nanoparticles reach the ultimate detection limit1 of a single
molecule.2 While extremely sensitive,3 the fluorescent methods
face the issue of selectivity:4 sorting of molecules is limited by
the number of fluorophores and the sample preparation thus
excludes in-line measurement, i.e., a fast and dynamic
measurement in real-time. Raman spectroscopy enhanced by
the localized plasmonic resonance is of particular interest for
sorting molecules if we consider its full potential of label free
sensors and its selectivity provided by the ability to analyze the
vibrational fingerprint of a single molecule.5

However, detecting the presence of a single molecule is not
enough to quantify its in-line volume concentration in solution.
The Raman events can thus be counted without being linearly
correlated with changes in molecular concentration. Events
related to concentrations as low as 10−18 M are observed by
preconcentrating molecules on a large surface area over long
integration time (8 h)6 or by evaporating water. The intensity
of Raman peaks increases then with the concentration. On the
basis of this principle, a SERS immuno-sensor exhibits a wide
linear range of mass concentration (0.1 pg/mL to 10 ng/mL)
with a low limit of detection (LoD) of 7 fg/mL of human
immunoglobulin G protein.7 However, the integration of all
events from a large surface prevents sorting different molecules
using spectroscopy for single molecules. In addition, reliability
of the quantification is hindered by poor uniformity of the
SERS intensity leading to a poor reproducibility of the SERS
signal, impeding the development of SERS based assays.8

Plasmonic-based nanosensors,10 in common with general
sensors with sensitive areas on the scale of nanometers,9

cannot be used directly to detect molecules dissolved in femto-
or attomolar solutions. In other words, they are diffusion-
limited, and their detection times are not practically feasible at
such concentrations.11 The combination of microfluidics and
SERS based sensors is an advanced step forward, measuring in-
line concentration.12 The typical detection limit for a
nanosensor such as rhodamine 6G is as low as 10−7 M with
an average Raman enhancement factor EF13 of 105. This
detection limit for crystal violet is as low as 10−12 M for a
Raman enhancement factor14 as large as 107. The calibration of
the nanosensors15 depends then clearly on the enhancement
factor, which can vary locally and from substrate to substrate16

between 104 and 1015.17 The statistical distribution of the
enhancement factor is governed by a Pareto law.18 The
objective is then to find a way to both guarantee the reliable
selectivity in detecting a fingerprint of single events and to dose
the molecules in-line in a reasonable time frame of 10 min.
Temporal fluctuations in SERS19 have been already analyzed

using the autocorrelation function20 especially for monitoring
the molecular diffusion, the dynamics of surface rearrange-
ment,21 and nanoparticles aggregation.22 Here, we propose to
examine the sensitivity of the nanosensor immobilized on the
wall of microfluidics channels by analyzing the time series of the
signal issued from a photon-counting system. Fluctuations will
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be first analyzed using the statistical intensity distribution, and
we compare this to an innovative approach in SERS: the noise
analysis in the frequency space using the Fourier transform.
Molecular concentration can be deduced from both (i) the
probability density function indicating the ratio between
photoluminescence and Raman signals and (ii) the 1/f pink
noise governed by the interaction of the Raman molecule with
the surface enhanced electromagnetic field.

■ EXPERIMENTAL METHOD

Our SERS active substrate is based on a self-assembly of
colloidal nanoparticles of 80 nm in diameter into prepatterned
templates. Complex surface shaped raspberry-like gold nano-
particles (AuNPs) are immobilized on glass substrated capped
with microfluidics channels as described previously in ref 23.
AuNPs are then cleaned sequentially by oxidizing organics
using an oxygen plasma cleaner and by rinsing off thoroughly
using deionized water. Special care is taken to avoid surface
contamination with substances such as colloid surfactants or the
solution pollutants mainly arising from the release of the
polymer constituents of the nonpassivated PDMS microfluidics.
Methylene blue is used as a standard efficient Raman scatter. A
specific experimental plan is designed to investigate the effect of
both the EFs of the hot spot and the changes in concentration
of methylene blue. The concentration ranged over 8 orders of
magnitude between 10 pM and 10 μM. Spots easily retrievable
on the SERS substrate using lithographed marks are statistically
analyzed. A peristaltic pump is used to flow the solution at a
flow rate of 2 μL/min through microfluidic channels.
Dynamic SERS measurements are conducted with use of a

custom-built confocal Raman setup. The 785 nm laser light is
focused on a diffraction-limited spot, using a water immersion
high objective (60×, NA = 1.20). The area of the confocal
excitation spot is estimated to be approximately 0.1 μm2. The
laser intensity is kept constant at 100 μW·cm−2. To
discriminate the emitted Raman signal from other contribu-
tions, the signal is filtered through a dichroic mirror. Stokes
photons scattered in the 250 to 2000 cm−1 spectral window are

detected every 1 ms using an avalanche photodiode (APD).
The magnitude of the signal is then expressed in terms of count
rate (cts/s). Simultaneously to the APD detection, the SERS
response is analyzed with a spectrometer associated with a
cooled CCD camera cadenced at 1 s acquisition time. For each
methylene blue concentration, 7 spots are separately probed
during 512 s resulting in 512 spectra and 655,360 data points
on the Avalanche PhotoDiode.

■ TIME DOMAIN ANALYSES

We first investigate the signal as the intensity of Raman events.
Time series are shown in Figure 1A by varying the
concentration of the MB over 7 concentration decades.
Below a concentration of 10−10 M when the SERS substrate
is cleaned and the microfluidics passivated by aging, no Raman
event can be detected, which means that all Raman spectra are
flat.
Measuring a concentration means being able to calibrate the

hot spot and to determine sensitivity and the LoD. The LoD
for our device is then 10−11 M of methylene blue, namely,
around 3.19 pg/mL for 512 s of acquisition. This LoD can be
considered as relatively high since the hot spot has the
capability to detect a single molecule event. Indeed, the LoD is
limited by the capture of the cross-section of the hot spot (the
smaller the hot spot, higher is the LoD). In addition, since the
AuNPs are on the wall of the microfluidics, the parabolic profile
of the flow rate imposes a zero convection velocity of molecules
at the surface. Thus, the molecules enter into the hot spot
through a diffusion process. At 10−11 M, the average distance
between molecules is estimated to 200 nm, i.e., it exceeds the
plasmon penetration depth of the nanoparticles estimated
around 100 nm, i.e., the particle size.24 When increasing the
concentration, between 10−10 and 10−6 M, the number of
events and the intensity of the peaks increase concurrently.
Figure 1B shows that the duration of highest peaks is 2−3 ms,
whereas the lifetime of lower peaks increases up to tens of
milliseconds. When exceeding 10−6 M, the signal baseline is no

Figure 1. (a) Times series of the Raman counting rate as a function of the concentration in methylene blue. (b) Zoomed in image of Raman events
at 10−9 M over a 80 ms time window. (c) SERS spectra of methylene blue. Each spectrum is related to a single event of its respective kinetics in panel
a. Blue areas are identified Raman bands based on ref 25.
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longer flat and slightly increases in amplitude, thereby reducing
the peak height.
Counting the events as a function of concentration is not a

suitable solution because correctly defining an event is
nontrivial. Our initial analysis consists of evaluating the
occurrence of Raman scattering by calculating the probability
density function (PDF) of the photon rates (Figure 2) from the

time series corresponding to Figure 1A. When focusing on
AuNP in water, the photon rate fluctuates around 20 photons/
ms. Indeed, we attribute this level of the gold photo-
luminescence (PL) that fluctuates with time due to an
electron−hole recombination process.26 The PL can serve as
a retriever of the nanoparticles on the surface but also as an
indicator of the surface state of the nanoparticles. Above 10−6

M, the mode of the distribution attributed to the PL shifts from
20 to 200 photons/ms and is broadened; this corresponds to
the increasing and waving of the baseline in the time series
(Figure 1A). We should attribute the increase in the PL to the
oxidation of the AuNPs, namely, a chemisorption of the
methylene blue on AuNPs responsible for charge transfer and
also a continuous Raman contribution. This assertion is
confirmed by comparing the spectra obtained between 10−10

and 10−5 M for single Raman events (Figure 1C). At lowest
concentrations, the red shift of the 880, 1030, and 1390 cm−1

bands to, respectively, 920, 1062, and 1450 cm−1 are spectral
proofs of chemisorption. The bands between 1200 and 1400
cm−1 are also characteristic as previously observed.27 The more
“standard” spectral fingerprint of methylene blue becomes
more evident when increasing the concentration.
The Raman scattering corresponds to the right tail of the

distribution in the continuity of PL distribution without a
noticeable inflection point. Above a micromolar concentration,
we switched from a single diffusive molecule regime to a more
complex configuration involving multiple adsorbed molecules.
The average distance between molecules in solution at 10−6 M
is around 1 nm. The fact that the PL of AuNPs does not shift
significantly at low concentration means that the EF of the spot
remains stable throughout the measurement. With a laser of 0.1
mW power focused on an area (200 nm diameter), the incident
laser photon flux is about Φ0 ≃ 1016 photons/(10−13 m2) = 1029

photons/m2/s. Typically, the Raman photon rate Is fluctuates
between 50 and 500 photons/ms. By considering a 60% loss in
microscope and APD collection (in the worst case), the
enhancement factor can be obtained by EF = Is/(0.4 σ Φ0),
where σ is the accepted cross-section of our Raman reporter
(10−26 to 10−28 cm2). The resulting EF should be in the range
of 104−107.
The statistical distribution of the intensity is used to

investigate the partitioning between the PL (low intensity but
continuous) and the Raman events (intense but rarer). Since
the area under each curve of each PDF is normalized to 1, a
broadening of the distribution due to the lengthening of the
Raman tail would result in a decrease in the maximum
probability density of the statistical intensity mode. This is
calculated for 7 different spots at each concentration (e.g., for
10−9 M in Figure 3B).
The log−log plot of the PDFmax versus the photon rates in

Figure 3B shows a straight line between 10−11 and 10−6. This is
characteristic of a relationship of power law PDFmax = aCk

where a and k are the constant and power terms corresponding
to the intercept and slope of the line, respectively. This power
law can be modeled by a Freundlich isotherm,28 which usually
refers to heterogeneous molecular adsorption.30 The Freund-

Figure 2. Probability density function of the Raman counting rate for
each methylene blue concentration.

Figure 3. (a) Photon PDF distributions at 7 different spots at 10−9 M. (b) Evolution of PDFmax with methylene blue concentration. The error bars
result of the analysis of the 7 different spots at each concentration.
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lich isotherm model applied here results in log10(PDFmax) =
log10(a) + k log10(C). We can thus define concentration

sensitivity as follows: = = −k 0.42
PDF

C

log ( )

log ( )
10 max

10
.

Below 10−11 M, the probability density of PL is maximal. It
confirms that the Raman signal is too sparse at such
concentrations to be detected in 512 s. Above 10−6 M, the
Raman signal becomes so important that the increase of the
intensity baseline already reported in Figures 1 and 2 is
composed by Raman and PL photons. Thus, the two
phenomena cannot be easily distinguished at such concen-
trations.
The error bars in Figure 3B were calculated from the variance

of the 7 spots spread on the sample. One can rely on the
PDFmax as a reproducible parameter confirming the linear
variation in the log−log plot of Figure 3B. One important point
is that the definition of a the concentration sensitivity is then
independent of the localization. Nevertheless, the shape and the
length of the right tail attributed to the Raman contribution
appears to vary strongly from one spot to another. It can
therefore be concluded that the enhancement factor of the hot
spot that also governs the PL should not vary significantly
locally; the variability in intensity not locally reproducible
should be then attributed to the orientation disorder of Raman
molecules when placed into a well-defined polarized surface
EM field. The heterogeneity of the vibrational fingerprints
according to the molecular orientation toward the surface
should explain the Freundlich isotherm model28.
Although a concentration sensitivity was able to be defined

using the probability density of the Raman events at each spot,
the result is still system dependent, i.e., the objective focus, the
laser power, and wavelength, but especially intensity dependent.
The next approach is to get rid of the intensity dependence by
analyzing the APD signal in the frequency domain using a
simple Fourier transform.

■ FREQUENCY DOMAIN APPROACH
The fast Fourier transform (FFT) is a mathematical operation
to represent frequency (on an exponential basis) signals that
are not necessary periodic. Transforming the temporal
dynamics of Raman events to its frequency spectrum allows
one in particular to highlight the decay of the power spectral
density (PSD) with frequency in order to sort the sources of
noise.
Applied to the time series at each concentration (Figure 4),

the FFT was used to identify two key sources of noise.
A constant PSD over the frequency f is typical of white noise,

namely, a stochastic process corresponding to zero autocorre-
lation (or total independence). On Figure 4, this white noise is
easily recognizable by the plateau (0 dB/Hz slope). This
decorrelation in the frequency domain is quite consistent with a
statistical distribution of the normal law “Gaussian” mean and
variance data observed for the PL where almost no Raman
events related to methylene blue was detected. When the PL
increases as observed on the PDF plot at high concentrations
(>10−6 M), a higher PSD of the white noise is also observable
in the frequency domain. The plateau at 13 dB typically
corresponds to the PL photon rate: 10 log10(20).
Increasing the concentration shows a reduction of the white

noise range in favor of a low frequency dependence of the PSD.
Pink noise or 1/f noise corresponds in the log−log graph of
Figure 4 to a decrease in PSD by −10 dB per frequency decade.
The PSD can be then fitted by the law PSDpink = −10 log10( f) +

PSDo. This pink noise is characteristic of the appearance of the
bright Raman events in the time series. In fact, the bright events
can be as short as 1 ms, and the average time between bright
peaks can reach 10 s. To understand this phenomenon’s
origins, it is necessary to consider the diffusive motion of the
molecules. The average distance d between molecules varies
with the changes in concentration. d can be approximated by
considering that the volume occupied by a single molecule
4πd3/3 = 1/NAC with NA being the Avogadro number.
Typically, when changing C from 10−11 M to 10−6 M, d
decreases to tens of micrometers to a few nanometers. If the
mean free path length d is less than the boundary layer
thickness in microfluidics, the molecules will therefore not
reach the cross-section of the nanosensor. d is thus
concentration dependent. The diffusion speed of a molecule
is given by Vd = 3D/d, where D is the diffusion coefficient equal
to 10−10 m2/s. Vd varies between 20 μm/s (high C) and 10
mm/s (low C). Considering a sensor cross-section of 100 nm
field, the residence time of the molecule in the area of
interaction with the nanosensor is between milliseconds (high
C) to 10 μs (low C), and this time is then faster than what is
measured in our experiment. The diffusion process is
Poissonian, which implies that the variance is equal to the
number of events. A normal distribution of molecules in the
spot cannot explain the signal variations and the long residence
time observed. So, the lifetime of Raman events are related to
the adsorption of molecules onto the surface of the
nanoparticles. It is observed that this residence time τ does
not depend on the concentration. It is determined by the
formula of Frenkel: τ = τo exp(E/kbT) where τo = 10−13 s,
where T the temperature, and E is the energy between the
molecule and the substrate.29 Typically, physisorption (E =
10−100 meV) and chemisorption (E = 1−10 eV) are not
measured, and in our case, we are facing a quasi chemisorption
(E = 0.6−0.7 eV) such as hydrogen bonding which induces
time commensurable from 1 to 100 ms.
We define f pw as the cutoff frequency between the pink noise

and the white noise, typically the intercept between the line
PSDpink and the value 13 dB. The log−log plot of f pw versus the
concentration (Figure 5) shows a Freundlich isotherm as
already observed in the statistical analysis; in this case, f pw =
foC

h, where h = 0.61. h is an heterogeneity parameter indicative
of the strength of the adsorption; the smaller the h, the greater
the expected heterogeneity. The heterogeneity can be thought
of here spectrally as a collection of vibration features. A value of

Figure 4. Point spread density characteristics of the photon counting
versus frequencies at each concentration.
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h lying between 0.1 and 1 indicates a favorable chemisorption
process.30 The saturation of f pw at high concentration is mostly
explained by the sampling rate of the APD at 3 ms (300 Hz);
the upper value of the detection limit in concentration is then
limited to sampling time of the APD. Since at very low
concentration f pw deviates from the Freundlich trend, the LoD
can then be placed at 10−11 M. By considering f pw as the
minimum number of detected molecules per second, the single
molecule regime is clearly reached with separated time span
between molecules of 1 s, which is a reasonable time necessary
to disperse the Raman photon spectrally on a spectroscope.
The determination of concentration using the counting of
single molecules seems more accurate at low concentration.
This fact may be explained by the fact that at high
concentration we progressively quit the regime of single
molecules where molecules can be separated. At high
concentrations, the diffusion time of molecules increases to
millisecond range and overlaps the adsorption time.
The error bars shown in Figure 5 are based on the analysis of

7 different spots, each one giving a comparable response. So the
ergodicity of the analysis is demonstrated even at the single
molecular level and is of high interest thinking about the
development of an in-line sensor that implies using a reliable
method without precalibration.
The main interests of this approach remain in the

determination of sensitivity: log10( f pw)/log10(C) equals to h,
which should be “universal” as the force strength between the
Raman molecule and the surface of the hot spot. The fact that h
is independent of the hot spot localization over the sample
demonstrates the high spatial repeatability and the ergodicity of
the approach.

■ DISCUSSION
In this study, we show that statistical analysis in intensity is
complementary to the Fourier analysis for determining the
molecular concentration. Our approach has allowed the
resolution of the problem of the high spatial variability of the
Raman intensity in the single molecule regime.
Thus, molecular concentration can be deduced from (i) the

probability density of the mode of the photon rate distribution.
It corresponds to the weight factor between the Raman
scattering and the gold photoluminescence. (ii) The cutoff
frequency between the 1/f pink noise and the white noise in the
Fourier transform of the time series of photon scattering. The

concentration dependent temporal fluctuation of a nanosensor
takes its origin in the pink noise explained by the subdiffusive
process of Raman scattering in the hot spot, namely, the lack of
a characteristic time scale in the waiting times (off time). The
observed intermittent Raman events correspond to the
chemical adsorption of molecules on gold. Time varying from
1 to 100 ms is commensurable to a quasi chemisorption.
Both approaches enable establishing an excellent logarithmic

sensitivity over 5 decades of concentration of methylene blue
simply governed by a Freundlich isotherm model. However, the
error in determining the concentration depends on the
methods. The less precise one is based on intensity fluctuations.
We have shown that EF of one hot spot remains unchanged
with time during the measurement. This is explained by the
stability of GNPs immobilized on the surface. However, the
geometry of the hot spot can strongly vary from one spot to
another as shown in Figure 3a. The intensity of the brightest
events cannot be used to calibrate the sensor. Statistics based
on the probability density function have greatly reduced the
error bar (Figure 3b), but still the error bars around one decade
of concentration can be determined accurately over 6 orders of
magnitude. The most accurate method is based on the temporal
fluctuations (Fourier analysis) which was found independent of
the variability of the hot spot. Figure 5a shows that the
concentration can be determined more precisely with an
accuracy of 10% for one decade. The calibration of the sensor is
not required in this method. For both methods, we have shown
that the main sources of error are due to the preparation of the
SERS active sensors, in particular the cleanness of the
nanoparticle which was cleaned using a plasma cleaner. We
intend in this work, to demonstrate that the Fourier analysis
marks a first step in tackling the calibration issue. Seven
locations on the samples have shown that the Fourier transform
of the kinetics of adsorption of molecules is a powerful and
robust analysis: the incomplete knowledge of the enhancement
factor does not restrict the kinetics of molecular counting. The
number of molecules adsorbed appears to be more
reproducible from one spot to another compared to the
Raman intensity, which depends on the position of the
molecule within the field gradient.
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